# Neural Networks

## Brian Fortier

### Module 5 Assignment 1

Libraries:

#install.packages("tidyverse")  
#install.packages("caret")  
#install.packages("nnet")  
library(tidyverse)

## -- Attaching packages ---------------------------------------------------------------------------------------------- tidyverse 1.2.1 --

## v ggplot2 3.1.0 v purrr 0.2.5  
## v tibble 1.4.2 v dplyr 0.7.7  
## v tidyr 0.8.2 v stringr 1.3.1  
## v readr 1.1.1 v forcats 0.3.0

## -- Conflicts ------------------------------------------------------------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(nnet)

Loading Parole Data and Converting Variables:

parole <- read.csv("parole.csv")  
parole = parole %>% mutate(male = as\_factor(as.character(male))) %>%   
 mutate(male = fct\_recode(male,  
 "male" = "1",  
 "female" = "0"))  
parole = parole %>% mutate(race = as\_factor(as.character(race))) %>%  
 mutate(race = fct\_recode(race,  
 "white" = "1",  
 "otherwise" = "2"))  
parole = parole %>% mutate(state = as\_factor(as.character(state))) %>%  
 mutate(state = fct\_recode(state,  
 "Kentucky" = "2",  
 "Louisiana" = "3",  
 "Virginia" = "4",  
 "Other" = "1"))  
parole = parole %>% mutate(crime = as\_factor(as.character(crime))) %>%  
 mutate(crime = fct\_recode(crime,  
 "larceny" = "2",  
 "drug-related" = "3",  
 "driving-related" = "4",  
 "other" = "1"))  
parole = parole %>% mutate(multiple.offenses = as\_factor(as.character(multiple.offenses))) %>%  
 mutate(multiple.offenses = fct\_recode(multiple.offenses,  
 "multiple" = "1",  
 "other" = "0"))  
parole = parole %>% mutate(violator = as\_factor(as.character(violator))) %>%  
 mutate(violator = fct\_recode(violator,  
 "violator" = "1",  
 "other" = "0"))  
parole = parole %>% drop\_na()  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <fct> white, white, otherwise, white, otherwise, o...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <fct> Other, Other, Other, Other, Other, Other, Ot...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <int> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <fct> other, other, other, other, other, other, ot...  
## $ crime <fct> driving-related, drug-related, drug-related,...  
## $ violator <fct> other, other, other, other, other, other, ot...

Splitting into Train/Test Sets:

set.seed(12345)  
train.rows = createDataPartition(y = parole$violator, p=0.7, list=FALSE)  
train = parole[train.rows,]  
test = parole[-train.rows,]

Neural Network 1:

start\_time = Sys.time()  
fitControl = trainControl(method = "cv",  
 number = 10)  
  
nnetGrid <- expand.grid(size = 12, decay = 0.1)  
  
set.seed(1234)  
nnetBasic = train(violator ~.,  
 parole,  
 method = "nnet",  
 tuneGrid = nnetGrid,  
 trControl = fitControl,  
 verbose = FALSE,  
 trace = FALSE)  
  
end\_time = Sys.time()  
end\_time-start\_time

## Time difference of 2.461436 secs

Training Set Prediction and Confusion Matrix (size 12 decay 0.1):

predNetBasic = predict(nnetBasic, train)  
confusionMatrix(predNetBasic, train$violator, positive = "violator")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction other violator  
## other 409 24  
## violator 9 31  
##   
## Accuracy : 0.9302   
## 95% CI : (0.9034, 0.9515)  
## No Information Rate : 0.8837   
## P-Value [Acc > NIR] : 0.0005254   
##   
## Kappa : 0.6149   
## Mcnemar's Test P-Value : 0.0148061   
##   
## Sensitivity : 0.56364   
## Specificity : 0.97847   
## Pos Pred Value : 0.77500   
## Neg Pred Value : 0.94457   
## Prevalence : 0.11628   
## Detection Rate : 0.06554   
## Detection Prevalence : 0.08457   
## Balanced Accuracy : 0.77105   
##   
## 'Positive' Class : violator   
##

We have an accuracy of 93% which is very good for this model. Out of all the observations, there were only 33 that were misclassified. We also see our sensitivity and specificity to be 0.5636 and 0.98, respectively. Also, we can observe our p-value to be less than 0.05 which is good.

Neural Network 2:

start\_time = Sys.time()  
fitControl = trainControl(method = "cv",  
 number = 10)  
  
nnetGrid <- expand.grid(size = seq(from = 1, to = 12, by = 1),  
 decay = seq(from = 0.1, to = 0.5, by = 0.1))  
  
set.seed(1234)  
nnetFit = train(violator ~.,  
 parole,  
 method = "nnet",  
 tuneGrid = nnetGrid,  
 trControl = fitControl,  
 verbose = FALSE,  
 trace = FALSE)  
  
end\_time = Sys.time()  
end\_time-start\_time

## Time difference of 55.46159 secs

Optimal Model:

nnetFit

## Neural Network   
##   
## 675 samples  
## 8 predictor  
## 2 classes: 'other', 'violator'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 608, 607, 609, 607, 607, 607, ...   
## Resampling results across tuning parameters:  
##   
## size decay Accuracy Kappa   
## 1 0.1 0.8860996 0.27539625  
## 1 0.2 0.8831358 0.22036659  
## 1 0.3 0.8860770 0.22879320  
## 1 0.4 0.8831132 0.15212746  
## 1 0.5 0.8845166 0.09792188  
## 2 0.1 0.8802851 0.27447784  
## 2 0.2 0.8785245 0.22152192  
## 2 0.3 0.8785464 0.19928703  
## 2 0.4 0.8830686 0.19772626  
## 2 0.5 0.8786130 0.12512155  
## 3 0.1 0.8784799 0.29081727  
## 3 0.2 0.8844507 0.25013234  
## 3 0.3 0.8799725 0.19589131  
## 3 0.4 0.8860996 0.26138337  
## 3 0.5 0.8831358 0.22640360  
## 4 0.1 0.8667591 0.24486223  
## 4 0.2 0.8845399 0.28477941  
## 4 0.3 0.8859433 0.25528365  
## 4 0.4 0.8800609 0.17015102  
## 4 0.5 0.8829575 0.20886228  
## 5 0.1 0.8725523 0.28022760  
## 5 0.2 0.8859439 0.29679295  
## 5 0.3 0.8844953 0.23929651  
## 5 0.4 0.8844281 0.21982147  
## 5 0.5 0.8800164 0.18428469  
## 6 0.1 0.8695892 0.24255063  
## 6 0.2 0.8844727 0.31579548  
## 6 0.3 0.8888838 0.24521616  
## 6 0.4 0.8844288 0.22369549  
## 6 0.5 0.8889729 0.24899322  
## 7 0.1 0.8904435 0.35813188  
## 7 0.2 0.8741566 0.25430037  
## 7 0.3 0.8845173 0.25597072  
## 7 0.4 0.8918030 0.23402163  
## 7 0.5 0.8860098 0.22798699  
## 8 0.1 0.8844501 0.34281531  
## 8 0.2 0.8845618 0.33902028  
## 8 0.3 0.8874804 0.27575046  
## 8 0.4 0.8830686 0.19983020  
## 8 0.5 0.8859878 0.24128266  
## 9 0.1 0.8784793 0.30099362  
## 9 0.2 0.8784566 0.28616746  
## 9 0.3 0.8875695 0.30428209  
## 9 0.4 0.8889510 0.23204690  
## 9 0.5 0.8874804 0.23375539  
## 10 0.1 0.8710824 0.27885801  
## 10 0.2 0.8814198 0.32244321  
## 10 0.3 0.8860544 0.26395559  
## 10 0.4 0.8889290 0.26397964  
## 10 0.5 0.8873913 0.24020504  
## 11 0.1 0.8816200 0.35642251  
## 11 0.2 0.8828677 0.28647690  
## 11 0.3 0.8889510 0.30462243  
## 11 0.4 0.8904442 0.28791900  
## 11 0.5 0.8889064 0.22917786  
## 12 0.1 0.8696112 0.28600455  
## 12 0.2 0.8844946 0.31973627  
## 12 0.3 0.8860098 0.27921784  
## 12 0.4 0.8859878 0.24050575  
## 12 0.5 0.8859213 0.22716343  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were size = 7 and decay = 0.4.

plot(nnetFit)

![](data:image/png;base64,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)

Training Set Prediction and Confusion Matrix (grid):

predNet = predict(nnetFit, train)  
confusionMatrix(predNet, train$violator, positive = "violator")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction other violator  
## other 411 38  
## violator 7 17  
##   
## Accuracy : 0.9049   
## 95% CI : (0.8748, 0.9298)  
## No Information Rate : 0.8837   
## P-Value [Acc > NIR] : 0.08373   
##   
## Kappa : 0.3871   
## Mcnemar's Test P-Value : 7.744e-06   
##   
## Sensitivity : 0.30909   
## Specificity : 0.98325   
## Pos Pred Value : 0.70833   
## Neg Pred Value : 0.91537   
## Prevalence : 0.11628   
## Detection Rate : 0.03594   
## Detection Prevalence : 0.05074   
## Balanced Accuracy : 0.64617   
##   
## 'Positive' Class : violator   
##

Here we see a little smaller accuracy at basically 90.5%. From our plot, we can see our best/optimal model at size = 7 and decay of 0.4.

Testing Set Prediction and Confusion Matrix (size 12 decay 0.1):

predNetBasic2 = predict(nnetBasic, test)  
confusionMatrix(predNetBasic2, test$violator, positive = "violator")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction other violator  
## other 178 16  
## violator 1 7  
##   
## Accuracy : 0.9158   
## 95% CI : (0.8687, 0.9502)  
## No Information Rate : 0.8861   
## P-Value [Acc > NIR] : 0.108358   
##   
## Kappa : 0.4174   
## Mcnemar's Test P-Value : 0.000685   
##   
## Sensitivity : 0.30435   
## Specificity : 0.99441   
## Pos Pred Value : 0.87500   
## Neg Pred Value : 0.91753   
## Prevalence : 0.11386   
## Detection Rate : 0.03465   
## Detection Prevalence : 0.03960   
## Balanced Accuracy : 0.64938   
##   
## 'Positive' Class : violator   
##

The prediction on the testing set of size 12 and decay rate of 0.1, we see an accuracy of 91.58% but with a higher p-value. Specificity almost equals 1 and the sensitivity is at 0.3.

Testing Set Prediction and Confusion Matrix (grid):

predNet2 = predict(nnetFit, test)  
confusionMatrix(predNet2, test$violator, positive = "violator")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction other violator  
## other 176 20  
## violator 3 3  
##   
## Accuracy : 0.8861   
## 95% CI : (0.8341, 0.9264)  
## No Information Rate : 0.8861   
## P-Value [Acc > NIR] : 0.5552509   
##   
## Kappa : 0.1677   
## Mcnemar's Test P-Value : 0.0008492   
##   
## Sensitivity : 0.13043   
## Specificity : 0.98324   
## Pos Pred Value : 0.50000   
## Neg Pred Value : 0.89796   
## Prevalence : 0.11386   
## Detection Rate : 0.01485   
## Detection Prevalence : 0.02970   
## Balanced Accuracy : 0.55684   
##   
## 'Positive' Class : violator   
##

The prediction on the testing set of our grid model gives us an accuracy of 88.6% but a very high p-value at 0.55. There is a similar disparity in the sensitivity and specificity as the other predictions with these values at 0.13 and 0.98, respectively.

We see a fairly high accuracy across all models with each one coming in above 88%. This would lead me to believe there is not overfitting that is occurring between our models since our testing and training sets seem to be performing very similarly.